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Abstract
Despite the significance of water, our knowledge of it as part of the global, interacting system

is meager. Consequently, we are far from understanding how the hydrologic cycle will respond to
a changing Earth system, or the nature of water’s influence across the components of the system.
To address these issues, the primary research strategy of this investigation, centers on nesting or
coupling coarse resolution GCMs, with high resolution mesoscale models, with models including
soil moisture, vegetation, and surface and groundwater hydrology. In this manner, we are attempt-
ing to produce global change predictions, in response to a variety of factors ranging from in-
creases in greenhouse gas concentrations to changes in land cover, at a spatial scale which is
appropriate to assess their impact. This research strategy is accomplished through an emphasis
on integrated regional studies and the development of coupled earth system models. A basic
requirement to accomplish these goals is also to develop data sets for initialization and validation
of the various models at a variety of spatial scales, and to focus on critical limitations in current
models (e.g. cloud parameterizations). During this process, we also contribute to the production
of data sets which describe changes in climate and the nature of climate variability.



Background
The critical facets of climate and hydrology research needs have been described in NRC re-

ports (e.g. 1985), in planning documents of the USGCRP and the WCRP (e.g. CLIVAR and GEWEX),
and in Earth System Science: A program for global change. The primary research objectives are
clear: determine and understand the dynamics of the major reservoirs of water, the mechanisms
for transfers of water between global reservoirs, predict changes in the distributions, volumes,
fluxes of water resulting from change and from human activities, and understand better the
coupling of water with other components of the Earth system. We are developing methodologies
and modeling capabilities to describe quantitatively the presently uncertain rates associated with
the sources, sinks, and fluxes of the global water cycle with the ultimate goal of increasing our
ability to predict changes in the hydrologic cycle associated with natural variability and human
activities. A key element is to address changes in the hydrologic cycle at a scale appropriate for
considering its impact on human activities, including agriculture and water resources. The pro-
posed research included 31 specific objectives, which are summarized here, for the sake of brev-
ity, as 9 primary objectives:

1. Evaluate GCM capability to simulate hydrologic cycle components

2. Evaluate GCM sensitivity to lower boundary forcing

3. Generate global data sets for documentation of global change, specifically for hy-
drologic variables, and for global model validation and verification

4. Develop improved treatment of cloud and precipitation processes

5. Develop and test components of high resolution regional atmospheric models
critical for water and energy fluxes

6. Test the adaptability of terrestrial hydrologic models for sensitivity to spatial and
topographic scales

7. Develop and test indirect measures of soil water content, with the objective of
integrating these results into mesoscale model simulations

8. Develop and test coupled (nested) GCM-Mesoscale-Hydrologic Forecast models

9. Develop comprehensive databases and GIS for regions, such as the Susquehanna
River Basin, the Cape Region, and others, to facilitate the development and evalu-
ation of the nested model approach to regional prediction

These objectives incorporate three major integrating elements: (1) Documentation of Earth
system change (4-dimensional multiphase water, temperature and diabatic heating, ice sheet mass
balance, and regional scale terrestrial and atmospheric water and energy budgets), (2) Focused
studies on controlling processes (cloud processes, the interface of the atmosphere with ocean,
cryosphere, biosphere and land surface), and (3) Integrated conceptual and predictive models
(extension of predictive capability across a spectrum of spatial scales, verification and validation
of hydrologic cycle predictive capability, and coupled Earth system models).

The objectives and the integrating elements include a large number of challenging scientific
issues requiring focused research and the interactions of a significant number of disciplines. Such
a comprehensive set of objectives presents challenges for even a large team of investigators. As a
practical element, the significant advances of this project are occurring because of the develop-
ment of regional-scale experiments; designed to improve understanding of important physical
processes, develop coupled models, and assess and validate model predictions. Almost the entire



research team contributes to these regional-scale experiments, each cooperatively seeking to
advance the research objectives outlined above.

To date, much of the emphasis of the project has focused on the Susquehanna River Basin, with
additional research on the Cape region of Florida. Much of the future work is proposed for the
Ohio and Tennessee River Basins. These regions have been the focal point for assessing GCM
capability, coupling and evaluating GCMs with mesoscale models, incorporating improved sur-
face processes within the mesoscale models, integrating soil moisture measurements and models,
evaluating and linking terrestrial hydrologic models of surface flow and groundwater, developing
comprehensive GIS with a full spectrum of data for specification of model boundary conditions
and evaluating predictions, and linking these models with other elements of the Earth system
(e.g. landscape evolution) and societally-important issues (e.g. impacts of changes in the hydro-
logic cycle on agriculture).

The primary research strategy of this investigation, therefore, centers on nesting or coupling
coarse resolution GCMs, with high resolution mesoscale models, with models including soil mois-
ture, vegetation, and surface and groundwater hydrology. In this manner, we are attempting to
produce global change predictions, in response to a variety of factors ranging from increases in
greenhouse gas concentrations to changes in land cover, at a spatial scale which is appropriate to
assess their impact. Such a strategy introduces the potential that we will link the errors of one
model with the errors of each of the nested models. However, we have not jumped to make
regional global change predictions. Rather, our efforts are directed to a series of careful studies
designed to improve understanding and assess model capability critically. The completed and
planned studies of this investigation are not only describing the uncertainties, but are, perhaps
more importantly, substantially increasing our knowledge of a variety of processes, and providing
a strong foundation for high resolution, coupled Earth system models. We are establishing a greater
capability to utilize EOS observations to describe key hydrologic and climatic processes, to fur-
ther develop and validate models, increasing our understanding of the past and the future and
their relationships to Earth system components and thus providing a more robust predictive
capability.

Data Sets for Documentation of Global Change
Evaluation Of Longwave Clear-Sky Data Sets
(F. Robertson and D. Fitzjarrald—MSFC)

The fundamental role of water vapor in linking radiation, convection and dynamics has been
widely studied and debated as a classical problem in climate dynamics. Water vapor feedback
associated with climate change has been a subject of particular controversy since it is judged to
be the principal mechanism supporting claims of global warming scenarios.

Two years ago we began validating GENESIS AMIP-type simulations with ERBS data. In particu-
lar we investigated the change in longwave clear-sky radiation (LWCS) during the period 1985–
1989 (Figure 1). This particular diagnostic is a crucial measure of the linkage between radiation,
deep convection, and atmospheric dynamics. Our motivation in part was that any credible cli-
mate variability simulation linking global and regional models would have to replicate convective
processes that give rise to these radiative signatures. This year we have spent considerable time in
understanding the ERBS measurements in comparison to two other independent LWCS estimates.
One produced at University of Maryland (UMD) is a statistical algorithm using four HIRS2 chan-
nels; the other is from the GSFC TOVS Path A Pathfinder data set. Our major findings are summa-
rized as follows:



1. ERBS, TOVS Path A, and UMD clear-sky TOA fluxes each capture an areally-inte-
grated signal of interannual variability associated with the ’87–’88 El Nino / La
Nina. Potential problems associated with cloud identification and clearing may be
non-negligible, but do not change the conclusion that averaged over the tropical
oceans there is a clear modulation of LWCS by water vapor during the 1987/1989
period.

2. ERBS mistakenly classifies many clear but moist atmospheres as being cloudy.
Consequently, the amplitude of water vapor forcing effects on LWCS variability is
underestimated. The UMD LWCS product, which is totally independent of ERBS,
has a high degree of correlation with ERBS but interannual LWCS anomalies are of
larger amplitude.

3. After accounting for ERBS problems we find that during the 1987/88 ENSO event
there is an increase in water vapor trapping of LWCS as tropical mean SSTs in-
crease. Were it not for this effect the tropical ocean areas would tend to equili-
brate by rejecting additional energy at the rate of 6.0 W/m/m/K. However the
effect of the additional water vapor is to reduce this rate of relaxation toward
normal conditions to approximately 3.0 W/m/m/K. These measurements contain
valuable information on how interannual anomalies in tropical heat balance are
equilibrated.

Figure 1. Monthly mean anomalies (W/m2) in top-of-atmosphere longwave clear-sky radiation (LCWS) averaged
over the tropical oceans (30 degrees N, S). Also shown are corresponding SST anomalies and a
radiative transfer calculation of LWCS that would have occurred with SST and atmospheric temperature
pertubations, but no variation in water vapor. Anomalies are departure from annual cycle defined by
1987/1989
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These findings are subject to the caveat that the tropical oceanic region is not energetically
closed, but exchanges moisture, heat, and mass with higher latitudes and with the tropical land
areas. Thus our findings can not yet be strictly interpreted as a measure of water vapor feedback.
In attempting to evaluate these boundary transports, we have found a significant difference be-
tween NCEP and GSFC/DAO diagnostics of moisture and energy flux anomalies into and out of
the tropical ocean regions. Bringing to bear the resources of EOS observations to reduce these
uncertainties is an important problem for the NASA climate community. We are currently address-
ing some aspects of this problem.

During FY97 we anticipate two main extensions of this effort. The first of these is to extend
these diagnostics using the UMD LWCS product for the period covered by NOAA 12. This will
enable comparison to similar diagnostics done for the 1993–1995 period using a microwave
algorithm developed by Dr. Roy Spencer. We also are now confident that this diagnostic calcula-
tion we have made can be used to validate global climate model simulations of ENSO events and
the changes that water vapor makes in LWCS. These products will feed into validation of regional
climate variability simulations.

An Integrated Moisture And Heat Budget Analysis
(F. Robertson and D. Fitzjarrald, E.W. McCaul, H.-I. Lu—MSFC)

In previous work to construct large-scale moisture budgets we relied upon vertical motion
fields from reanalysis centers (e.g. DAO, ECMWF, and NMC) to drive transport models of param-
eterized microphysical cloud processes. It soon became obvious that the accuracy of the vertical
motion fields and associated divergence were less than adequate. Specifically there were many
inconsistencies of vertical motion with pre-EOS measurements of precipitation, water vapor, and
radiation. We have defined a strategy for producing revised kinematic fields which satisfy energy
and water balance and the diabatic forcing retrieved from pre-EOS measurements.

Our strategy is a simple variational approach which enforces as integral constraints such data
as GPCP precipitation, SRB net radiation at the surface, ERBS TOA net radiation, and ocean surface
latent and sensible heat fluxes from SSM/I. Starting with a first guess vertical motion field the
variational constraints are modified so that both the heat and water vapor balance equations
reproduce the observed forcing. This method is adept at recovering horizontal structure, but as
yet, only modifies two modes in the vertical. The vertical structure modifications to the divergent
circulation are crucial however since these imbalances in current analyses give rise to errors
when examining such processes as interannual variability in ENSO or monsoon strength. We have
examined the error characteristics of the constraining data sets relative to existing reanalysis
fields to insure that they can contribute new information. For example, Figure 2 shows the verti-
cally-integrated atmospheric radiative cooling synthesized from SRB and ERBS observations com-
pared to the DAO assimilated result. Significant differences (which consequently affect the verti-
cal moon fields) are noted.

We are currently implementing the variational procedure and will use it to produce monthly
mean omega and divergence fields along with heat and moisture balance diagnostics, which will
be compared to results from the recent upgraded GEOS assimilation. This will most likely involve
the TOGA COARE period.

The science requirements for this type of data set are broad and cover many interdisciplinary
topics identified by MTPE and EOS. Researchers involved in diagnostics of climate variability on
interannual time scales need accurate divergent circulation data. Examples of these studies in-
clude tropical forcing of middle latitudes, heat and water budget diagnostics, circulation anoma-
lies over the GCIP, LBA, and other GEWEX hydrometeorology regional experiments, and pollutant



or constituent transport and dispersal related to biomass burning. Global climate modelers will
have a data set for validation of the divergent circulation that has a degree of internal consistency
and observational constraint that is nonexistent today.
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Figure 2. Warm season net atmospheric radiative cooling (W/m2). (Top) Constructed by differencing ERBS
top-of-atmosphere net radiation retrievals. (Bottom) As produced by GEOS-1 assimilation.

Analysis of MSU Data
(J. Christy—MSFC)

Considerable time was devoted to carefully analyze the possible effects of non-thermometric
processes which might affect the MSU brightness temperatures. Progress was made in determin-
ing that the lower tropospheric temperatures do require slight adjustment due to instability is-
sues so that the 18-year global lower tropospheric temperature trend in the new version “c” is -
0.03 deg/decade rather than -0.06 deg/decade as in the old version “b”. The stratospheric tem-
perature for 1996 is the coldest yet observed as would be expected from record low values of
stratospheric ozone.

Rapid changes in hemispheric and global temperature have been discovered in which the
hemispheric mean lower tropospheric temperature might fluctuate by a full degree (C) in just 10
days. Such a perturbation requires considerable influxes or outfluxes of heat energy, most likely
produced on this time scale by atmospheric hydrologic processes (eg. clouds). Efforts are under-
way to understand this short term climate sensitivity since its magnitude on the global scale is
equal to several decades of anticipated global temperature warming due to the enhanced green-
house effect.

Studies such as the Parker et al. (1996), which follow from the Christy and McNider (1994)
work attempt to quantify global climate sensitivities to various forcing mechanisms (eg. volcanic
aerosols, tropical SST variations) on monthly to annual time scales.



A 1 Km Multi-Layer Soil Characteristics Data Set for the Conterminous United States
(D.A. Miller, R.A. White, P.J. Kolb—PSU)

Information on soil properties is now widely required by climate and hydrology models and
soil-vegetation-atmosphere transfer schemes. In 1996 we completed the first version of a multi-
layer soil characteristics data set for the conterminous United States. This data set, CONUS-SOIL
for short, specifically addresses the need for soil physical and hydraulic property information
over large areas. The State Soil Geographic Database (STATSGO) developed by the United States
Department of Agriculture-Natural Resources Conservation Service (USDA-NRCS) served as the
starting point for CONUS-SOIL. Geographic information system (GIS) and Perl computer pro-
gramming language tools (White and Miller, 1997) were used to create map coverages of soil
properties including: soil texture and rock fragment classes, depth-to-bedrock, bulk density, po-
rosity, rock fragment volume, particle-size (sand, silt, and clay) fractions, available water capacity,
and hydrologic soil group. To provide maximum utility and flexibility, the CONUS-SOIL data sets
are available in several formats with complete documentation over the ESSC WWW server. CO-
NUS-SOIL became publicly available in the spring of 1996 and has been accessed by dozens of
researchers throughout the United States as well as Europe and Asia. A manuscript describing
CONUS-SOIL in full detail is nearly complete and will be submitted to the WWW journal Earth
Interactions in early February 1997 (Miller and White, in prep).

Cloud and Precipitation Processes
A Convective-Stratiform Rainfall Classifier For Composite Radar Reflectivity Maps
(S. Goodman, R. Raghavan, P. Meyer, and D. Buechler—MSFC)

The objective of this study is to develop a data set to characterize rainfall fields from a multi-
year data base of high spatial and temporal resolution radar reflectivity measurements. The radar
reflectivity data product, referred to as NOWRAD, is composited in real-time from the U.S. Na-
tional Weather Service network of WSR-57, WSR-74 and WSR88-D radars and provided to us by
Weather Services, Inc. The spatial resolution of each pixel is 2 km over the United States with a
temporal resolution of 15 minutes. Collaboration with Penn State involves producing 12-h conti-
nental rainfall fields as input to the soil hydrology model (SHM) to generate soil moisture fields.
Initially Drs. Lakhtakia and Barros will use this product as input to their fine-mesh mesoscale
models. After the methodology is well established, seasonal model runs will be used to assess the
role of land-atmosphere interactions in modulating the interannual variability of rainfall.

The individual radar images are classified into convective and stratiform rainfall components.
The integration of the 96 images received each day yields a daily rainfall estimate. These rainfall
estimates are next integrated into monthly and seasonal estimates which are then to be used to
examine the natural variability of rainfall in the United States from year-to-year during the period
1994–1996. Convective and stratiform rainfall regions are identified and then partitioned into
convective and stratiform rainfall using two Z-R relationships.

A training data set using ten days in April 1994 was used to develop and test the methodology.
Two case studies were then examined from rainfall episodes on 11 April 1994 and 21–22 April
1994 within the Arkansas-Red River Basin to assess the algorithm performance. The first objective
was to establish a threshold function to select convective centers. Next, the gradient between
each pixel and its neighbors was computed to isolate these centers. The neighborhood reflectivity
was specified to be the linear average of non-zero reflectivities, Z, in a 100 km2 region centered at
any pixel. Finally the rainrate, R, in convective and stratiform rain areas is performed with Z=300R1.4
applied to the convective areas and Z=200R1.6 applied to the remaining rain areas.



Our initial attempt at classifying rainfall over one large river basin on a monthly time period is
promising. Our 28-day sample data set for April shows low RMSE values of 0.12 mm (or 45% of the
Stage-III area-averaged hourly mean rainfall) with a bias of 0.01 mm. It appears that the methodol-
ogy should produce sufficiently accurate estimates of rainfall over large spatial domains and over
multi-year time periods to characterize the year-to-year differences in rainfall. These rainfall distri-
butions and characterizations can be used by MTPE scientists as input or validations to regional
modeling experiments to learn more about the seasonal-to-interannual behavior of rainfall and its
response to larger scale atmospheric forcing. This data base may also be of use in recomputing
extreme rainfall statistics for improved water management models and decision aids.

A Model Of The Transition From Stratocumulus To Trade-Wind Cumulus Clouds
(S. Wang—MSFC)

Recent modeling and observational studies have provided new physical insight into the prob-
lem of the transition from stratocumulus to trade-wind cumulus clouds. It has been found in
many studies that decoupling in the boundary layer and cumulus clouds play crucial roles in the
processes leading to the breakup of stratocumulus clouds. Based on these new understanding, a
parameterization has been developed that can realistically simulate both stratocumulus, trade-
wind cumulus and the transition between them. The model has the following features: a second-
order turbulence closure model, a shallow cumulus transport scheme with a simple representa-
tion of cloud-top entrainment and a cloud scheme that predicts both liquid water content and
cloud fraction with detrainment from cumulus updrafts as a major source. When decoupling does
not occur, the model operates as a typical turbulence closure model with a turbulence subgrid-
scale condensation in a predictive mode. After the decoupling criteria is met, the cumulus scheme
is turned on with a full prognostic cloud scheme.

The model has been used to simulate the downstream development of a boundary layer col-
umn along the trajectory of the lower branch of Hadley circulation. Reasonable estimates of the
cloud fraction and liquid water content were obtained. In addition, the transition zone is also
simulated. In the transition region, the cumulus transport acts as a major moisture source to the
cloud layer, while environment turbulence from the second-order closure model is a sink as a
result of boundary-layer top entrainment. However, the cumulus transport is never enough to
make up the loss to the environmental turbulence. It results because the cumulus induced cloud-
top entrainment tends to make the environment less moist; and penetrative cumulus updrafts
bring much of the moisture into the inversion instead of the cloud layer. Liquid water deposited
in the inversion layer is therefore rapidly evaporated. The interaction between environment tur-
bulence and cumulus transport leads to the breakup of the stratocumulus clouds. In addition,
cumulus clouds transport moisture out of the subcloud layer to limit the accumulation of mois-
ture. Without a cumulus scheme, the turbulence moisture flux undergoes periodic bust resulting
from saturation at the top of the subcloud layer, leading to a strong oscillation in the cloud field
and preventing a long lasting breakup of stratocumulus. Thus incorporation of shallow cumulus
convection in a turbulence closure model is essential in simulating the transition. This work was
summarized in a presentation of the 1996 AGU Fall meetings (Wang, 1996). Currently, the formu-
lation of cumulus-induced entrainment and the prognostic cloud scheme are being refined.



Multichannel Single Spectrum Analysis of Climate and Hydrology Elements
(T.-Y. Shun and C. Duffy—PSU)

Our goal is to isolate the periodic components and characterize the space distribution of run-
off, precipitation and temperature in a mountainous region. Compared with classical spectral
analysis, where the basis functions are continuous (e.g. sines and cosines), the multichannel single
spectrum analysis (MSSA) allows the direct evaluation of the basis functions from sampling datasets
and couples space and time in data patterns simultaneously. The low frequency (interdecadal
period) for the monthly runoff field is found and dominates in the low elevation area. This result
shows that there might be the discharge of groundwater into runoff at the lower elevation area
on a mountain front. The annual and seasonal cycles are found among all three climatic fields. For
the precipitation, the amplitude of the harmonics increases with the elevation, whereas the am-
plitude of the harmonics decreases with the elevation. However, no simple rule about the rela-
tionship between the frequency of the runoff and elevation exists. Next, the relationship be-
tween runoff, precipitation and temperature are studied. By using MSSA, the optimal reconstruc-
tion of a dynamic process at space and time can be provided. The runoff-precipitation-tempera-
ture trajectory in the Wasatch Range was examined and interpreted (Shun and Duffy, 1996).

Stochastic Resonance and Nonlinear Groundwater Reservoirs
(C. Duffy—PSU)

A possible link between small amplitude, low frequency, periodic components in long-record
precipitation time series which apparently lead to large amplitude fluctuations in stream runoff
at the same forcing period has been studied. The phenomenon has recently been observed in
mountainous drainage basins of the Wasatch range which is the source-area for the Great Salt
Lake. The interpretation is based on the now widely used concept of stochastic resonance (SR).
The usual condition for SR is a weak periodic signal embedded in stochastic noise, which serves
as forcing to a nonlinear dynamical system. The noise induces resonance when the deterministic
and stochastic time scales of the system become commensurate. The groundwater is important to
streamflow since it introduces nonlinearity in the storage-flux relation and introduces the neces-
sary range of time scales. Both the nonlinearity and the time scales depend on the geometry and
altitude of the reservoir. A two-state model is proposed where high elevation groundwater stor-
age reservoir is coupled with a low elevation mountain-front reservoir via two paths: deep slow-
flow through the fractured and porous mountain and basin rocks and sediments, and a fast sur-
face flow which is initiated when a critical value of storage is exceeded.

Susquehanna River Basin Experiment (SRBEX)
Introduction

SRBEX is the first of several planned regional experiments which are to be undertaken in our
EOS research program. The Susquehanna River Basin (SRB) is a 62,419 km2 watershed covering
portions of New York, Pennsylvania, and Maryland (Figure 3). The overarching goals of SRBEX are
to understand the hydrologic cycle of the basin through modeling and the analysis of observed
data, and as a result of this understanding to develop capabilities for monitoring and projecting
changes in basin hydrology. The reason for SRBEX is clear: accurate projections mean that manag-
ers will be able (1) to lessen the impacts of variations in water quality and supply and (2) to
optimize water resources. Thus, significant social and economic costs can be avoided and ben-
efits can be realized by the research efforts of SRBEX.



More specifically, SRBEX includes the following policy-relevant objectives:

1. Identification of hydrologic parameters sensitive to climatic variation and change

2. Model experimentation to provide quantitative comparison of the hydrologic sys-
tem sensitivities to various natural and human forcing functions

3. Observational studies to provide the context for comparisons of natural versus
human-induced variations

Figure 4 summarizes the SRBEX suite of databases, data sets, and linked models.

Coupled Global-Regional Climate Model Simulations
(E. Barron and G. Jenkins—PSU)

The nesting of GCMs, mesoscale models and terrestrial hydrologic models is now proceeding
rapidly. Research on this topic is moving simultaneously in three distinct phases. The first major
effort involves coupling of GCMs and mesoscale models. The second major element includes
using an observation-driven mesoscale model coupled with a terrestrial hydrologic model to
predict hydrographs for the Susquehanna River. The third element focuses on a fully nested strat-
egy in which predictions for the Susquehanna River are independent of the meteorological ob-
ser vat ions .

Eric Barron and Greg Jenkins have completed a series of experiments to assess and improve
the capabilities of the coupled GCM-Mesoscale Model methodology. Last year, assessments were
completed to determine whether long-term simulations were feasible and to determine the sig-
nificance of Mesoscale model domain size in the quality of precipitation prediction (Barron et al.,
1996; Jenkins and Barron, 1997a). Long-term simulations proved to be feasible, and it was demon-
strated that the nested model produced a substantially improved precipitation forecast in com-
parison with the stand alone GCM. In addition, a continental-sized mesoscale model domain proved
to provide a better simulation than a domain chosen only on numerical considerations.

Following these results, three long nested GCM-Mesoscale Model simulations have been com-
pleted. First, a ten year AMIP (1979–1988) experiment, with time-varying sea surface tempera-
tures, was executed. The results further demonstrated that the nested methodology resulted in
substantially improved predictions of United States precipitation compared to the stand-alone
GCM. Figure 5 illustrates both the GENESIS AMIP GCM results for precipitation and the observa-
tions for 1979 to 1988. The tendency for GENESIS to over predict precipitation and to miss some
of the regional precipitation structure is evident. In comparison, Figure 6 gives the results of the
mesoscale model (RegCM2) nested with the GENESIS simulation. Significant improvements in
both the pattern and amounts of predicted precipitation can be noted in comparison with the
observations (Peterson et al., 1995; Barron et al., 1996; Jenkins and Barron, 1997b; Barron and
Jenkins, in prep). These results add confidence to our application of the nested model strategy as
a means of achieving higher spatial resolution simulations without the computational costs of
global, high resolution simulations. Interestingly, the noted improvements in the precipitation
were not matched in other variables which describe the atmospheric dynamics simulated by the
models (e.g. geopotential height field, 200 mb winds, etc). These fields closely mimicked the
results of the GCM. This fact suggests that the improvements in precipitation prediction stem
from the increased spatial resolution of the topography and better precipitation physics, and not
to a dramatically improved simulation of the atmospheric circulation at higher resolution. These
results suggest that the evaluation of statistical techniques for downscaling (see later section)
may also be a valuable approach to improving precipitation predictions.



Figure 3: The Susquehanna River Basin

Figure 4: The structure of the Susquehanna River Basin Experiment (SRBEX)



Figure 5. Precipitation Rates for DJF and JJA 1979–1988. GENESIS simulation use observed SSTs. Units in
mm/day.

The AMIP runs also illustrate a flaw in the simulations. The interior of the continental U.S. and
a portion of the western U.S. were consistently predicted to be too warm in summer compared
to observations. Comparisons with observations indicate that the simulated cloud cover amounts
were too low, and that soil drying resulted in too warm a summer surface temperature. Similar
results were noted in several other nested GCM-mesoscale models presented at a recent confer-
ence on High Resolution Climate Modeling in Wengen, Switzerland. The consistency of the results
points to a scaling issue with regard to cloud physics or surface fluxes.

Barron and Jenkins (1995) and Jenkins and Barron (1997b) examined specifically the period of
the 1988 summer drought, and the ability of the nested model strategy to capture this event. In a
case in which RegCM2 was driven by observations, the 1988 drought was well simulated. In the
case where RegCM2 was driven by the GENESIS AMIP experiment, the timing and the magnitude
of the 1988 drought were not well simulated. Both the GCM and ECMWF analyses produced a
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summer drought, but the GENESIS-driven experiment produced the driest and warmest periods
in August of 1988, rather than June. The results are directly tied to the GENESIS simulation of the
planetary wave pattern. On average over the ten year AMIP period, GENESIS provides a reason-
able simulation of the atmospheric circulation. However, for individual seasons, the GCM simula-
tion may introduce errors even at the larger scales.

Second, Barron and Jenkins completed two nested model experiments in which sea surface
temperatures in the GCM were calculated using a mixed layer ocean model with specified ocean
heat transport (as opposed to the specified, annually varying AMIP SSTs). The first experiment
was for the present day (Figure 6 b and e). The precipitation prediction from the mesoscale
model driven by the mixed layer GCM is substantially poorer than in the AMIP experiment. In
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a. DJF Observed SSTs

b. DJF Mixed Layer

c. DJF 2xCO2 Mixed Layer

d. JJA Observed SSTs

e. JJA Mixed Layer
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Figure 6. Precipitation Rates for DJF and JJA using the nested regional climate model. Units in mm/day.



particular, the western and southwestern U.S. precipitation is substantially greater than observed
in December-January-February, and the eastern U.S. precipitation is greater than observed in June-
July-August (Figure 6a and d). The lack of realistic structure to the ocean SSTs has resulted in a
poorer simulation of the planetary scale waves in the GCM and significantly different coastal
ocean temperatures than observed. This suggests that coupled ocean-atmosphere simulations,
which can achieve a reasonable surface temperature structure, are likely to result in significant
improvement.

Barron and Jenkins also completed a nested model experiment in which sea surface tempera-
tures in the GCM were calculated using a mixed layer ocean model in which the atmospheric
carbon dioxide concentration was doubled (Figure 6 c and f). The nested model experiment for
doubled carbon dioxide resulted in less precipitation in the southwestern part of the U.S. in
winter and a somewhat wetter winter in the northeast. In summer, the two model experiments
are highly similar in terms of precipitation with the exception that the southern U.S. has higher
precipitation than the present day experiment. However, the comparison of these two mixed
layer GCM experiments and their resultant mesoscale model experiment must be viewed as sen-
sitivity experiments because the differences between the present day AMIP and mixed layer
experiments is greater than the difference between the mixed layer experiment with present day
carbon dioxide and the experiment with doubled carbon dioxide. Again this result emphasizes
the importance of the ocean surface temperature distribution in nested GCM-mesoscale model
results.

Synoptic Climatology and Downscaling
(R. Crane, B. Yarnal, B. Hewitson—PSU)

Doubled CO2 Precipitation Scenarios for the Susquehanna River Basin
Given the limitations of GCM grid-point predictions, and the necessity for high resolution (re-

gional) data, there has been a growing interest in the concept of downscaling: developing tech-
niques for extrapolating from the GCM scale down to the regional scale of interest to other social
and environmental scientists. One approach is to utilize empirically derived transforms that re-
late larger-scale features of the GCM to regional climate values. Karl et al. (1990) and Wigley et al.
(1990) describe methodologies for deriving empirical relationships between local climate vari-
ables and the same suite of variables from the GCM simulations. This approach is analogous to
techniques used in numerical weather forecasting where the large-scale data are regarded as
being correct, and the approach is simply to take the value obtained from observation, or a model,
and use the empirical function to distribute that parameter across a higher resolution grid.

Here we describe a slightly different approach for deriving sub-grid-scale precipitation from
GCM simulations. This approach ignores the actual grid-point values simulated by the model
(because of the skill problems noted earlier), and uses artificial neural nets (ANNs) to derive
transfer functions between the larger-scale atmospheric circulation and the local climate. This is
similar to the approach described by Hewitson and Crane (1992a), which examined circulation-
temperature relationships over the U.S. using a polynomial regression model to derive the trans-
fer functions, and it expands on an earlier neural net based study of circulation-precipitation
relationships conducted for a tropical region of southern Mexico (Hewitson and Crane 1992b).
The present methodology differs from the earlier studies in that specific humidity at three atmo-
spheric levels is also added as an input to the neural net. Such an approach is predicated on the
condition that there is a clear relationship between the larger-scale atmospheric state and the
local precipitation, and that the GCM produces an accurate simulation of the atmospheric circu-
lation and humidity fields at the scale used for the analysis. Our research shows that these condi-



tions are met for the Susquehanna region of the eastern United States in a present-day simulation
from version 2 of the GENESIS climate model. Climate change scenarios are produced by apply-
ing the same downscaling transfer function to a doubled CO

2
 version of the GENESIS model.

The observational data used to develop the cross-scale relationships are from the Goddard
Space Flight Center’s (GSFC) eight year data assimilation (3/85–2/93). The data set was based on
the full extent of observational data available and used the GSFC GCM to produce a twice daily
gridded data set at a resolution of 2o latitude by 2.5o longitude. These data are included in the
Earth Observing System (EOS) Data and Information System (EOSDIS), and are available through
the GSFC Distributed Active Archive Center (DAAC). The gridded 1000 mb and 500 mb geopotential
heights were extracted for a window encompassing the Susquehanna basin, extending from 35oN
to 47oN, and from 83.75oW to 68.75oW (Figure 7). Specific humidity at 1000 mb, 700 mb, and 500
mb, and precipitation were extracted on the same grid for the 4x4 box of grid cells surrounding
the Susquehanna basin (Figure 7).

Figure 7. Location map showing the GSFC cells used in the analysis. The Susquehanna River Basin lies within
the shaded region.

Six years of GCM data used were obtained from a control simulation of version 2 of the GEN-
ESIS GCM (Thompson and Pollard, submitted) run at T31 resolution. Following a 12 year spin-up
period, the daily data for six years of equilibrium climate simulations were extracted for the same
atmospheric window as the observational data. The GCM data were regridded to the same 2ox2.5o

grid used for the GSFC data. The interpolation was performed with a linear inverse square inter-
polation procedure using spherical distances and accounting for directional bias in the data point
distribution (see Wilmott et al., 1985).

The independent variables (inputs to the ANN) are time-lagged GSFC 1000 mb and 500 mb
heights for the nine grid cells centered on the target cell (the grid cell for which the precipitation
is to be derived), together with the 1000 mb, 700 mb, and 500 mb specific humidities for the
target cell. The precipitation is “predicted” for the 0000z observation period using input data for
0000z, the two preceding 12-hourly observations, and 1200z the following day. The day of the
year is included as an additional input, using the sine of the date, where the date is expressed in
terms of 360o/year. The dependent variable (ANN output) is the daily precipitation for the target
grid cell. Thus, for each grid cell 84 circulation and humidity inputs are used as predictors, along
with the date, and the ANN is trained to predict daily (0000z) precipitation amounts. The ANNs
were trained using a standard backpropagation algorithm on the first 75% of the days (2192 days)
while retaining the last 25% as an independent test set.
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Once trained the ANN is used with all days in the test and training data set to generate daily
precipitation as a function of the atmospheric forcing. This is a generalized relationship in which
the ANN has learned the general state and temporal sequence of the atmospheric circulation in
relation to the differing precipitation amounts. The correlation between the observed and neural
net predicted precipitation over the 16 cells ranges from 0.60 to 0.84 with daily mean absolute
errors of 1–3 mm. Figure 8 shows the observed precipitation (mm/mth) obtained from the GSFC
data set, the downscaled precipitation derived from the GSFC circulation and humidity data, and
the precipitation values from the nearest GENESIS grid cell. The data are for the four GSFC grid
cells that encompass the Susquehanna Basin. The downscaling procedure effectively captures the
seasonal cycle and the monthly precipitation totals, but with a tendency to over predict low
precipitation events in winter and under predict high events in summer. Figure 8 also shows that
the precipitation produced in the GENESIS cell that covers the southern two GSFC cells also
matches the observed seasonal distributions, but with greater errors than the downscaled data.
The northern GENESIS cell, however, completely fails to match the seasonal cycle and produces
far too little summer rainfall—further illustrating the problem of using individual GCM grid cell
values for climate analysis.

Figure 8. The downscaled precipitation (mm/month) for the four grid cells highlighted in Figure 7. For each
grid cell the downscaled precipitation is compared to the observed precipitation and the precipitation
produced by the nearest GENESIS grid cell.
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Data from a 1xCO
2
 and 2xCO

2
 version of the GENESIS model (using the same land surface

model) are input to the neural nets to calculate the change in precipitation that will occur due to
changes in circulation and humidity patterns in a doubled CO

2
 climate. Figure 9 shows monthly

precipitation totals (mm/mth) for the four 2ox2.5o GSFC grid cells encompassing the Susquehanna
Basin. The graphs show results from the 1xCO

2
 and 2xCO

2
 model runs, using both the actual

GCM output as well as the downscaled precipitation. The downscaled response over all four cells
is very similar with each showing a substantial increase in precipitation, particularly in the spring
and summer months. The total cumulative precipitation from April through September increases
by 32% when averaged over all four grid cells (Table 1). This picture is very different to what one
sees when examining the actual GCM precipitation fields. Although the GCM shows a general
increase in precipitation in this region for a doubled CO

2
 climate, it fails to capture the magnitude

of the change anywhere except for the southeast portion of the Basin.

Figure 9. The actual and downscaled precipitation (mm/month) projections from the single and doubled CO2
climate model for the four grid cells highlighted in Figure 7.
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Regional Synoptic-Scale Atmospheric Circulation
Earlier research using synoptic climatology to identify and analyze representative discharge

events in the Susquehanna River Basin (Frakes and Yarnal, 1996a; Frakes and Yarnal, 1996b; Yarnal
and Frakes, 1997a) evolved with the development of computerized pattern-recognition algorithms
to extend and objectify the methodology (Frakes and Yarnal, 1996c). These algorithms were then
used to construct a long-term climatology of the region’s synoptic-scale atmospheric circulation
(Yarnal and Frakes, 1997b).



Scaling Issues and Long-Term Simulation of Water and Energy Budgets at the Land-Surface
(A. Barros, R. Bindlish—PSU)

The purpose of this work is to develop and evaluate physically-based approaches to downscaling
climate model output for long-term simulations of water and energy budgets at the land surface.
The objective is to use these data and tools to determine the impact of climate variability on
regional water resources, and to investigate the linkages between the frequency and magnitude
of extreme events such as floods and droughts and climate phenomena.

Initial research has focused on: (a) aggregation and disaggregation of terrain and land surface
properties, and downscaling of rainfall; (b) modification of an existing land-atmosphere interac-
tions model to include radiation and runoff routing schemes; (c) data analysis of hydrological and
climate data to identify the relationship between macroscale hydrology and climate forcings,
such as ENSO, in the context of extreme hydrologic events.

A model for the aggregation and disaggregation of distributed variables based on the preserva-
tion of the spatial properties and textural arrangements of the data (e.g. terrain) was developed
and evaluated (Bindlish and Barros, 1996a). The model has also been applied to evaluate the
scaling properties of remote sensing imagery of soil moisture and to evaluate the propagation of
uncertainty in the specification of soil properties for modeling studies at different scales (Barros
et al. in prep.; Bindlish and Barros in prep.). Ongoing work consists of comparing the downscaled
rainfall fields obtained from the SRBEX storm simulations using this approach and the results
obtained using a physically-based disaggregation approach (Barros, 1995).

A land-surface model built upon the land surface parameterization used in the ECMWF model
and used in previous studies has been modified to include a radiation module. Model perfor-
mance was evaluated for the Cabaw data (R21), which is a revised version of the data set used
previously in PILPS. The model has also been equipped with a modified runoff routing scheme
imported from the Terrestrial Hydrology Model (THM) used in SRBEX. Currently, distributed-
model simulations are being prepared for the West Branch of the Susquehanna River Basin. The
implications of using distinct downscaling approaches will be investigated with regard to
streamflow response and soil moisture distribution at a range of scales.

The existence of coupled modes of variability of the land-atmosphere-ocean system connect-
ing hydrologic phenomena to specific climate forcings such as ENSO is being investigated using
functional texture analysis. This methodology, based on image processing techniques, provides
quantitative measures of the space-time structure and evolution of spatial variables. In particular,
an intercomparison study of the ISCCP C2 data set and model output from GENESIS and CCM2
was conducted to evaluate how the GCMs replicate change over time of cloud cover, tempera-
ture and precipitation fields as described by homogeneity, contrast, order and spread measures
(Bindlish and Barros, 1996b). Preliminary research for the 1986 flooding and 1988 drought in the

Table 1. Monthly precipitation totals averaged for the 4 grid cells encompassing the Susquehanna River
Basin (mm).

J F M A M J J A S O N D

2OCx1 5.19 8.69 7.121 2.311 5.321 3.231 7.351 2.231 0.501 2.76 2.46 3.58

2OCx2 4.39 8.601 8.021 0.531 9.681 8.081 4.391 7.961 1.431 7.37 4.07 7.79

egnahC 9.1 0.01 9.0 8.12 4.36 5.84 7.93 4.73 1.92 5.6 2.6 4.21

egnahC% 1.2 3.01 7.0 2.91 3.15 6.63 8.52 2.82 2.73 6.9 6.9 5.41



Mississippi basin suggests that large-scale flooding and drought episodes over the continental
U.S. can be predicted 9-18 months in advance by the concerted monitoring of the time-rate of
change of these functional measures and ENSO indices.

Penn State/NCAR Mesoscale Model (MM)
(M. Lakhtakia, W. Capehart—PSU; W. LaPenta—MSFC)

The Penn State/NCAR Mesoscale Model (MM) is a versatile three-dimensional, limited-area me-
teorological numerical model. MM5 is nonhydrostatic and it permits the use of multiple nested
domains, which allows for the dynamically consistent downscaling from the global scale of the
GCM to the local scale of the Terrestrial Hydrology Model (THM). It also includes efficient numer-
ics to make longer-range simulations less time consuming. All these features make MM5 an excel-
lent choice for studying regional climate changes with emphasis on the water cycle.

Version 1 of MM5 (MM5v1) was officially released for public use in February 1994. The entire
MM5 system (including pre- and post-processing programs) was transferred to the Penn State,
and the necessary changes and tests to run those programs on that platform were made. Among
these changes is the inclusion of a sophisticated soil surface-vegetation-atmosphere transfer scheme
(a modified version of the Biosphere-Atmosphere Transfer Scheme [BATS] [Lakhtakia and Warner,
1994]). This is the version of the model used for the ongoing SRBEX work, i.e., the single-storm
simulations and the linkage of the Soil Hydrology Model and MM5, which are discussed later on in
this document.

One of our scientific goals is to develop a modeling system that can accurately project basin
runoff on seasonal to interannual time scales. The ultimate model development goal is to evolve
MM5 to the point where it replaces RegCM2 (which is based on MM4) as a mesoclimate model
that can be linked to the General Circulation Model. That is, we need to develop a non hydrostatic
mesoclimate model capable of operating at relatively fine spatial and temporal resolutions. To
reach these goals, we will need to modify MM5 accordingly. The following is a list of the required
ongoing or near-future modifications to MM5:

1. Move to MM5 version 2 (MM5v2), which was released in the Summer of 1996.
This change is being prompted by two different reasons: a computing one and a
scientific one. The computing reason is based on the changes that are going on in
the Cray computing environment. Cray is phasing out the tools that have been
used for many years to manage the Mesoscale Model source code, as well as the
compiler interface (cf77). Instead, the “programming environment 2.0” and a newer
compiler interface (cf90) will be the default. MM5v2 has been built specifically
for the new programming environment.

MM5v2 has some features that are very desirable for long-term simulations. For
instance, MM5v2 includes alternative atmospheric radiation packages that should
be used when performing mesoclimate simulations. We have already transferred
MM5v2 to the Penn State and will start using it in early 1997.

2. Move the BATS code from MM5v1 to MM5v2. Lapenta has taken the Penn State
modified BATS version within MM5v1 and moved it into MM5v2. Initial tests seem
promising. LaPenta and Capehart are working to validate the model at the CART-
ARM study area. An effort is underway at MSFC to validate the surface energy
budget of the coupled MM5/BATS modeling system using in situ observations
collected during the Atmospheric Radiation Measurement (ARM) Program. The
initial phase of the effort focuses on July 7, 1995 over the Southern Great Plains



Cloud and Radiation Testbed (SGP/CART) during the Surface Energy Exchange
IOP. Clear sky conditions prevailed over the region on this day thus limiting cloud
effects on the surface energy balance. The model was modified to output specific
terms within the surface energy budget so that they may be directly intercompared
with in situ observations obtained from ten sites. Observed variables available at
thirty-minute intervals include sensible and evaporative fluxes, net radiation (ob-
tained from Energy Balance Bowen Ratio Stations), near surface air temperature,
specific humidity, wind speed and direction (obtained from Surface Meteorologi-
cal Observing Stations). A non-nested grid configuration was chosen for initial
testing with a modest horizontal resolution of 36-km. The first 24-h integration
revealed several inconsistencies existed in the coupling between BATS and MM5
which were effectively identified and corrected. Preliminary results with the up-
dated system indicates the coupled model produces a realistic diurnal cycle at all
ten sites. A 36-h simulation was performed using a 1-way nested configuration
with the coarse domain having a 36-km resolution with a 12-km nest. Preliminary
results show that near surface air temperatures without BATS are under-predicted
by as much as 6°C over south-central Kansas after 33-h (Figure 10). A detailed
intercomparison between EBBR data from the ARM-CART sites and model output
is currently under way to investigate differences in the surface energy budgets of
the two models. The CART-ARM data set includes surface flux measurements that
can be used to validate those fluxes calculated by BATS. Since the SGP Site is
within the Real-Time MM5 domain SHM-derived soil-water content may be used
to initialize the soil moisture within BATS with little difficulty. Validation studies
will use both MM5-determined values of soil moisture and those calculated by
SHM.

a. MM5 b. BATS
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Figure 10. 33 hour simulated air temperature (C) valid at 2100 UTC 8 July 1995 on a 12-km nested domain for
MM5 using the Blackadar PBL coupled with (a) the standard force-restore surface energy budget and
(b) BATS. Observations overlain in black represent the standard NWS reporting stations while those
in blue represent the ARM-CART sites.



3. Additional ongoing effort at MSFC involves the implementation of a satellite as-
similation technique within MM5 that will provide an alternative dataset to vali-
date the MM5/BATS system. It is well known that the coupling between surface
radiation, hydrology, and surface energy transfer is very complex and requires the
specification of additional parameters within the modeling framework, such as
root-zone moisture, vegetative resistances, and soil moisture at the surface. Since
measurements of such parameters are not routinely available, this presents a prob-
lem when initializing and validating numerical models. As a result, McNider et al.
(1994) have formulated a simple technique for assimilating satellite-observed sur-
face skin temperature (from GOES) into a mesoscale model in an energetically
consistent manner that avoids having to specify some of the more difficult-to-
define parameters discussed above. The technique explicitly assumes that the avail-
ability of moisture (either from the soil or vegetation) is the least known term in
the surface energy budget. The atmospheric model surface parameterization is
forced with surface skin-temperature heating rates, rather than absolute magni-
tudes of remotely sensed skin-temperature. This has the benefit of eliminating the
systematic bias due to sensor errors and view angle.

Significant progress has been made on implementing the technique within the
MM5 model. An attempt is currently underway to replicate results published by
McNider et al. (1994) for a test case over the Oklahoma region. Once completed,
we will apply the assimilation for the July 7, 1995 case so that direct
intercomparisons of the observed and simulated surface energy budgets produced
by the assimilation and MM5/BATS model configurations can be performed. The
GOES data for July 7 have been collected and processed at MSFC and is currently
available.

4. The MM5/BATS at PSU/ESSC is currently integrated for periods not exceeding 24-
h. It is our intent to perform longer term simulations (on order of several weeks)
with a grid covering the continental United States and forcing the model with
lateral boundary conditions generated from observed data. Our period of interest
is the Summer of 1996, which was characterized by severe drought conditions
across the Southern Plains and Southwest and well above normal rainfall in the
Northeast. The basic precipitation pattern developed in October 1995 and gener-
ally persisted through Winter, Spring, and Summer 1996 with only a few signifi-
cant breaks (most notably late May and late August). This corresponded to the
persistence of upper-level ridging (northward displacement of the jet stream)
over the West, and upper-level troughing (southward jet-stream displacement)
through the Great lakes and the Northeast.

5. Additional programming tasks are underway, such as making the required changes
in the RegCM2 pre-processors to create the initial conditions in the format re-
quired by MM5.

Soil Hydrology Model (SHM)
SHM Mesoscale Model Linkage
(M. Lakhtakia—PSU)

Regional-scale atmospheric models require the initialization of soil-water (SW) variables for
various soil layers over the horizontal model domain. Routine SW measurements over large areas



(like the ones typically covered by regional-scale model domains) are unfeasible. The alternative
use of climatological estimates of SW may result in large errors during periods of excessive rain-
fall or drought. Therefore, an indirect method is needed to determine SW fields from routine
meteorological observations.

The indirect method used in SRBEX makes use of a one-dimensional SW diffusion and gravita-
tion scheme (the Soil Hydrology Model [SHM], developed by Capehart and Carlson [1994]) to
determine the temporal evolution of the vertical profile of SW. SHM is driven entirely by routine
meteorological observations at the surface (i.e., the atmospheric forcing: air temperature, mois-
ture and wind speed, as well as cloud cover and precipitation), information on soil and land cover
characteristics (soil texture, land cover type, and fractional vegetation cover), and terrain slope.

SHM is initialized with an arbitrary SW profile. Driven by the atmospheric forcing, it converges
toward a common solution regardless of the initial SW value. This convergence takes place over a
period ranging from a few weeks to a couple of months, depending on the precipitation amounts.
This period of adjustment is called the “balancing” period.

In order to use SHM to provide SW initial conditions for BATS in MM5, SHM must be applied to
each grid cell over the entire MM5 domain. Smith et al. (1994) developed and tested this proce-
dure for a historical case. SHM was modified so that it uses the same soil and land cover character-
istics as BATS.

To test the effect of SHM in providing initial fields of SW for the land-surface component of
MM5, we have developed a real-time version of the SHM system (rtSHM), which provides up-to-
date SW fields to MM5 (Lakhtakia et al., 1994a, b). This system updates the SW fields generated by
SHM on a daily basis and makes them available to the real-time MM5 (rtMM5). After a couple of
months in operation, the rtSHM output can be assumed to be balanced, and, as a result, it may be
used as initial conditions to MM5. This allows for real-time testing of the SHM-system capabilities.
Testing includes MM5 simulations, using climatological values of SW as well as the rtSHM-simu-
lated SW fields as initial conditions, and comparison of the predicted afternoon temperature and
specific humidity close to the surface with observations.

A Real-Time SHM System to Produce Soil Water Fields for Real-Time MM5
(M. Lakhtakia—PSU)

Within the last year, development or, in some cases, modification, of the different modules
required to make SHM operational using real-time meteorological information, as opposed to
historical information, has been carried out. The resulting rtSHM became operational in mid-
February 1996 (Figure 11). The link between the rtSHM and rtMM5 has also been developed.
Since both models and their link became operational, a few numerical simulations have been
performed using different setups of both models, starting in the late Spring of 1996.

The geographic domain used by the linked rtSHM and rtMM5 is shown in Figure 12. The real-
time meteorological data (referred to as the “Analyzed meteorological information” and the “Sur-
face meteorological information” in Figure 11) are read and formatted for the real-time model
grid. All of the analyzed meteorological data and calculations required to derive the necessary
radiation and evapotranspiration variables for the rtSHM are completed. SHM is then executed for
each grid point in the model domain and produces simulated SW fields for the surface, root-zone
layer and a deeper layer, required as part of the initial conditions for the rtMM5.

The process of executing the rtSHM has been automated to the point of requiring minimal
operator assistance/time. The process described above has been executed for the period 8 May
1995 to the present, and it runs operationally every day, to update the SW fields for the previous
24-h period.



Figure 11: The real-time SHM system.

Precipitation is a critical SHM driving variable. As part of the PSU-MSFC collaboration of Lakhtakia
and Goodman, MSFC provided a radar-derived precipitation product in early March 1996. This
product consists of 6 hourly cumulative precipitation analyses, at 2-km resolution over the 48
contiguous United States (Figure 13). Software was developed to integrate this information into
the precipitation-analysis procedure which is part of the pre-processing programs. This proce-
dure is done in two steps: a first-guess analysis is created and then a Cressman-type of objective
analysis is performed. When only the station observations are available, the first guess is created
using the station observations and an interpolation. The NEXRAD-derived precipitation informa-
tion has replaced this first step. The final precipitation analysis is a product of the blending of the
radar and station information. In most cases, the use of this new source of precipitation has
resulted in an improvement in the final 12 hourly precipitation analysis used by the rtSHM
(Lakhtakia, 1997).

An example of this improvement is presented in Figure 14. The analyzed precipitation field
(Figure 14a) was obtained using only the station observations shown in Figure 15, while Figure
14b shows the result of blending the radar product (Figure 13) with the surface observations. In
this case, the radar-derived precipitation and the station observations indicate the existence of a
narrow frontal band of precipitation located in the midwest and oriented in the southwest-north-
east direction. When using only the station observations, the analyzed fields do not show the
continuity of the precipitation band instead, the analysis consists of a series of disjoint precipita-
tion areas. When using both sources of information, the resulting analysis looks more realistic.

The rtSHM and the rtMM5 require the specification of two types of land surface information:
land cover and soil texture. The land cover information is derived from the 1 km United States
Geological Survey—EROS Data Center (USGS-EDC) Land-Surface Characteristics Database
(Loveland et al. 1991) (Figure 12). Until not long ago, the only source for the soil texture informa-
tion for this type of application was the land cover information, which was converted into soil
texture using a lookup table (CONV soil texture). Recently, the STATSGO-derived soil texture
product (CONUS-SOIL) has become available. Therefore, testing is required to see what effect it
has on the results of the rtSHM and rtMM5.
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Figure 12: The rtSHM and rtMM5 geographic domain with the land-cover distribution.
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Figure 13: The NEXRAD-derived 6 hourly cumulative precipitation analysis (in inches) for the United States for
the periods: (a) 0000-0600 UTC and (b) 0600-1200 UTC, 20 August 1996.

In order to test the link of the rtSHM and rtMM5 in a systematic manner, a series of different
rtSHM and rtMM5 setups are used. There are two setups for the rtSHM, which make use of the
two sources of soil texture: CONV and CONUS-SOIL. Five runs using the rtMM5 are made for
selected days (Table 2).

In the noBATS setup, rtMM5 uses a simple representation of the surface processes and a clima-
tological value of the soil moisture. This can be considered a “control setup” because it is a well
tested model setup. In all the other cases BATS is used to represent the surface-atmosphere inter-
actions within MM5. In the noSHM setups, MM5 uses climatological values of SW as initial condi-
tions for the soil water variables, and both soil texture sources (CONV and CONUS-SOIL) for
BATS. Finally, in the SHM setups, the rtMM5 is linked to the rtSHM, which provides daily updated
values of SW.

The rationale for choosing a particular day for a set of rtMM5 simulations (numerical experi-
ment) is that the northeastern US should have fairly clear skies, without precipitation, and with
strong radiational heating. Under these circumstances, it is expected that the surface effects on
the atmosphere are more important. As a result, it should be easier to study the effect of the
changes in the surface characteristics, such as soil texture (i.e., CONV versus CONUS-SOIL), and
SW source (i.e., climatology versus rtSHM) and the surface physical representation (i.e., no BATS
versus BATS) on the afternoon air temperature and humidity in the lower atmosphere. All rtMM5
runs in the different numerical experiments are initialized at 0000 UTC, and extend for a period
of 24-h.



Figure 14: The analyzed 12 hourly cumulative precipitation (cm) for the period 0000-1200 UTC, 20 August
1996, obtained using: (a) station observations and (b) NEXRAD-derived analyses and station
observations
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Figure 15: The observed 12 hourly cumulative precipitation (mm) for the period 0000-1200 UTC, 20 August
1996
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Table 2: Summary of model runs testing the impact of different land cover and soil texture inputs

5MMtr STAB MHS erutxeTlioS

.1 STABon on on on

.2 VNOC-MHSon_STAB sey on VNOC

.3 LIOS-SUNOC_MHSon_STAB sey on LIOS-SUNOC

.4 VNOC_MHS_STAB sey sey VNOC

.5 LIOS-SUNOC_MHS_STAB sey sey LIOS-SUNOC



As an example, the numerical experiment initialized at 0000 UTC on 19 August 1996 is dis-
cussed here briefly. Figure 16 shows the SW for the root-zone layer, simulated by the rtSHM, for
both types of soil texture. These are the fields used in the initialization of the rtMM5 when linked
to the rtSHM (i.e., BATS_SHM_CONV and BATS_SHM_CONUS-SOIL). When comparing these two
fields, the most noticeable features are the lower values of SW, and the higher horizontal variabil-
ity of SW, when using the CONUS-SOIL soil texture. CONUS-SOIL has been developed only for the
US. Therefore, there is no difference in the fields in Canada and Mexico because CONV soil tex-
ture was used in these areas.

The 1996 Summer season has been fairly moist in the northeast United States and fairly dry in
the southwest (e.g., Texas). The status of the soil is exemplified by the Drought Severity Index for
the week of 17 August 1996 shown in Figure 17. In general terms, this compares fairly well with
the SW fields shown in Figure 16.

Figure 18 shows the analyzed air temperature (T) observations, and the simulated T from the
different rtMM5 runs, at the lowest model level (close to the surface), 24 hours into the simula-
tions (i.e., at 0000 UTC on 20 August 1996). In general, all the simulations [Figure 18b–f] pro-
duced stronger temperature gradients when compared to the observations [Figure 18a]. In par-
ticular, the simulations using the linked rtSHM and rtMM5 (i.e., BATS_SHM_CONV [Figure 18d]
and BATS_SHM_CONUS-SOIL [Figure 18f]) show even stronger gradients. Focusing on Pennsylva-
nia, the linked simulations show higher temperatures than observed, and even higher with SHM
than those simulated with rtMM5 using climatological values of the SW (i.e., the first 3 setups
shown in Table 2). It is interesting to note that MM5 attempts to create a frontal boundary which
runs from the Great Lakes to the southwestern states (Figure 18b). Inclusion of BATS enhances
this frontal boundary (Figures 18c and 18e), which is further sharpened when the SHM-simulated
SW is used (Figures 18d and 18f). The analyzed temperature reveals a weak frontal boundary
(Figure 18a).

These results are preliminary. In particular, it should be noted that many numerical experi-
ments should be performed, and the results analyzed, in order to have a clear idea of the effect of
the use of BATS within MM5, and of the effect of the rtSHM and rtMM5 link. This validation will
constitute the main focus of attention during the coming months. At least two journal publica-
tions are expected to result from this work.

SHM Snow Component
(B. Capehart—PSU)

The soil hydrology model is being modified to include the Utah Energy Balance Snow Accumu-
lation and Melt Model (UEB) (Tarboton and Luce, 1996). UEB is designed to run with minimum
meteorological data and shares several parameters with SHM. UEB can be run within the SHM
environment for as long as it calculates the presence of a snow pack. Initial tests of the SHM-UEB
model indicate some sensitivity to snow cover in the winter months (when the soil is at or near
saturation). However, there is little sensitivity to the inclusion of the snow component for the
summer months (when the soil water content varies the most, and therefore, where SHM would
be most useful). Further development, tests and validation of SHM-UEB are in progress.



Figure 16: Soil water content simulated by the rtSHM for 19 August 1996 for (a) CONV soil texture and b.
STATSGO soil texture.
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Figure 17: The Drought Severity Index for the United States for 17 August 1996.(Source: the Climate Prediction
Center, NOAA, World Wide Web site).
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Figure 18: a. Analyzed and b–f. simulated temperature (C) for 0000 UTC 20 August 1996. The simulations were
performed using the following rtMM5 setups: (b) noBATS; (c) BATS-noSHM-CONV; (d) BATS-SHM-
CONV; (e) BATS-noSHM-CONUS-SOIL; (f) BATS-SHM-CONUS-SOIL

a. Analyzed b. noBATS
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Storm Simulations
(B. Yarnal, M. Lakhtakia, D. Johnson, B. Frakes, E. Beighly, R.A. White, D.A. Miller—PSU)

Linked MM and Terrestrial Hydrology Model (THM) Simulation
The linkage of the SHM, the MM, the THM, and the WQM is central to the SRBEX effort (Figure

4). It consists of the SHM providing the initial soil water content to MM5, MM5 providing simu-
lated precipitation data over the SRB to the THM, and the THM providing the hydrographs at
various points throughout the basin to the WQM, which then uses them to predict the chemical
nature and reactivity of the runoff.

In order to perform a first test of the linked-model strategy and to identify bottlenecks in the
transfer of data from one model to another, we chose a single storm event subject to the follow-
ing criteria: (1) Near, but not over bank-full discharge on a regionally extensive set of gages. This
gives a good volume of water without the complications of over bank flooding on a regional
extensive storm. (2) No snow on the ground or in the storm. We did not want the complication of
snow melt in the model. (3) Leaf off conditions. We did not want to have the added complication
of dealing with transpiration in the THM at this early stage. A search of the relevant hydrologic and
meteorologic records produced 10 possible storms. As a second step, we needed to determine
which of these strong hydrographic responses would be best to model. The working assumption
was that the MM would be more effective modeling precipitation from a typical storm. Similarly,
it was assumed that the THM could reproduce the hydrographic trace generated by an archetypal
storm’s precipitation. Thus, of the storms associated with the high-discharge events, which one
was most representative? Synoptic climatology was used to answer this question. These results
suggested that it should be possible to determine subjectively the most representative event by
studying the weather maps and storm trajectories associated with the strong hydrographic re-
sponses at WE–38, an experimental watershed in east central Pennsylvania. The analysis indicated
that the 9 April 1986 storm was clearly the best choice, possessing a well-defined, normal evolu-
tionary sequence for wave cyclones.

Once the 9 April 1986 storm event was identified as the best choice for our first linked-model
experiment, the third step was to define the MM nested domains for this simulation. The MM used
a set of three nested domains with grid cell sizes of 36, 12, and 4-km. Grid dimensions are 70 rows
by 70 columns, 108 by 114, and 108 by 108, respectively. The 4-km domain is centered on the SRB.
Since most storm events approach the SRB from the west or south, the 12 and 36-km domains
both extend considerably further to the west and south of the SRB than to the east and north. The
remaining MM5 initial and boundary conditions were then created from observations and a 48-
hour simulation was performed. The MM5-simulated precipitation fields were output on an hourly
basis. Since the MM5 simulation was performed on the CRAY-YMP, we had to develop software to
read the precipitation output and gather the required information from the MM run, transfer it to
the ESSC SUN workstation network, and convert it to a GIS-compatible format. Standard GIS tools
were then used to regrid the precipitation fields for use by the THM as a forcing term in the
surface hydrology balance (Lakhtakia et al., 1996).

The MM5 simulation captures the spatial and temporal structure of the storm event, while
THM represents the timing of the event well. The Curve Number method generates a somewhat
realistic hydrograph with both analyzed and simulated precipitation, and a minor adjustment can
further improve the basin response using this approach. In contrast, the hydrographic response
generated by the Green-Ampt equation is inferior. Several related factors contribute to these poor
results, including: the nature of the precipitation event chosen for the experiment; the inability of
MM5 to simulate small, high-intensity precipitation cells embedded in the widespread, moderate
precipitation; and the influence of the two dominant surface soil-texture classes on infiltration
rates.



Ongoing And Future Storm Simulation and Scaling Issues Research
An important goal of the research is to develop a modeling system that can accurately project

basin runoff on seasonal to interannual time scales. To reach this goal, THM and MM5 will need to
be modified considerably and several intermediate model experiments will need to be run.

Although the current version of THM has a state-of-the-art surface routing scheme, the model
has several deficiencies. Its single biggest drawback is its lack of a subsurface component. Adding
to this problem, THM’s infiltration scheme cannot handle more than one storm. However, adding
a subsurface flow model is a difficult proposition because most operate on relatively small basins
with fine time steps, while those that work on larger spatial and temporal scales are so highly
parameterized that they are more empirical than physically-based. Nevertheless, work has started
to link the surface routing scheme of THM to a physically-based component explicitly aimed at
simulating the subsurface flow of larger basins at monthly to interannual time scales.

At the same time that the above changes to THM are taking place, the following modifications
will be made to MM5:

• The resolution of the planetary boundary layer scheme will be decreased to make
the routine more appropriate for monthly to interannual time scales and to im-
prove performance.

• The model will be optimized for multitasking.

• The model will be altered to receive GCM data.

Although none of the changes to MM5 are conceptually difficult, they are time consuming.
While the above model development of THM and MM5 is underway, two sets of sensitivity

analyses are being run using the current versions of THM and MM5. The first set compares four
spring storms: the April 1986 storm described in detail above (Yarnal et al., 1997), and storms
from May 1984, June 1982, and May 1988. For each storm, both analyzed and MM5-simulated
precipitation is being used to drive THM. The objective of these model runs is to confirm the
positive results obtained from the April 1986 storm experiment, to test model sensitivity to ante-
cedent moisture conditions, and to explore the sensitivity of the results to various storm trajecto-
ries and configurations.

Also, from this round of model runs, the research team will select the “best” storm to use in the
subsequent experiment. In that second sensitivity analysis, THM will be driven by the precipita-
tion produced by fully nested (36, 12, and 4-km), partially nested (36 and 12-km, and 36 and 4-km),
and unnested (36-km) runs of MM5. The objective is to determine the effect of nesting on the
linked model system; these results could simplify and speed up subsequent experiments consid-
erably.

After these sensitivity analyses are run and the THM and MM5 model development is com-
pleted, the following staged experiments will take place:

1. Multistorm simulation. This experiment will be the first to use the modified THM
(physically-based, with linked surface and subsurface routing schemes) and MM5
(multitasked, optimized, and with the new radiation and PBL schemes).

2. Annual cycle simulation. Next, the annual cycle will be modeled, accounting for
changing base flows and snow melt, as well as individual storms.

3. ENSO event simulation. Finally, an ENSO cycle from the AMIP period will be
simulated. This experiment will involve two separate runs. The first will simulate
the event using global, regional, and local observations. The second will use GCM
output for the large-scale (global and, perhaps, regional) inputs.



The ultimate aim of this evolutionary process is to use ENSO GCM forecasts to predict basin
runoff up to 18 months in advance. The difference between this research and similar projects is
that while others essentially use simple water-balance approaches for large basins, the SRBEX
linked-model approach will explicitly model the evolving hydrology on a storm-by-storm basis.
The output from this system will provide the fine spatiotemporal resolution required by many
decision makers who manage or depend on water resources.

Soil-Vegetation-Atmosphere Transfer Modeling and Remote Sensing
(T. Carlson, D.A.J. Ripley)

Introduction
We have completed an investigation of urbanization in the State College area and have begun

work on two additional target sites: Chester Co., Pennsylvania, and Costa Rica. State College served
as a test area for developing our methodology: the target area is small and lightly populated, but it
is undergoing rapid urbanization. Chester Co., is much larger and riddled with urban centers,
some of which are undergoing rapid development—mostly at the expense of farmland; (Table 3).
Costa Rica is undergoing both a very high rate of urbanization around its principal city, San José,
and had been experiencing a very large overall rate of deforestation (about 4% a year) until a
decline began a few years ago.

The purpose of the investigation is to use a new method for deriving land surface parameters
from a combination of thermal infrared and vegetation index measurements obtained by satellite
(Landsat-TM and NOAA-AVHRR) and to integrate these parameters with more conventional data
bases. Our intent is to show that it is possible not only to monitor land use changes over time by
satellite with conventional descriptors (percent developed, agriculture, forest, water) but to ex-
press these same land use change in terms of physically-based surface climate variables derived
from the satellite measurements—moisture availability (Mo) and fractional vegetation cover (Fr).
By physically-based we mean that the surface energy fluxes can be calculated from these two
parameters, which are the dominant ones governing the surface energy budget in land surface
models. Moreover, given a field of Mo and Fr and a specific urbanization or deforestation scenario,
future changes in local microclimate can be made with the aid of an atmospheric mesoscale
model.

Table 3: Percentage Classified for Each Category, Chester Co.

epyTecafruS 7891 8891 1991 3991 6991

erutlucirgA 8.17 8.07 3.96 5.76 0.66

tseroF 8.61 9.61 1.51 7.41 7.41

depoleveD 9.01 6.11 1.51 3.61 0.91

retaW 5.0 6.0 54.0 83.0 3.0

.cte,duolC 10.0 51.0 0.0 20.1 0.0



Present Investigation
A Review of Results from the State College Study

A major effort in our research has been devoted to the study of urbanization using the so-called
triangle method (Gillies and Carlson, 1995). In the first phase, Owen (1995); see also Owen et al.
(submitted), completed an analysis of the State College, PA, area in which values of Fr and Mo
were determined from AVHRR data over a 30x30 km domain. The object was to see if the migra-
tion of pixels within the Fr/Mo space (the triangle) were coherent and could be related to the
nature and extent of urbanization. Eight AVHRR scenes were obtained (two per summer every
other year) between 1986 and 1994. Additional Landsat TM scenes were obtained, from which
percent urban development was calculated and classified as to forest, agriculture, developed and
water.

Results, summarized in Owen et al. (submitted) and Carlson and Owen (1996), are that (1)
AVHRR data can detect neighborhood-scale changes in urbanization, (2) Mo seems to constitute
an intrinsic descriptor of the surface fabric, in addition to being a fundamental land surface pa-
rameter which governs local microclimate, (3) changes in Fr and a scaled infrared surface radiant
temperature (T*

r
) (as well as evapotranspiration) accompany significant changes in urbanization.

Mo, however, does not appear to change significantly with increasing urbanization, at least when
agricultural land is developed. Fr decreased substantially from the summer of 1985 to the notori-
ously dry summer of 1988 (but recovered in 1991), whereas Mo hardly changed during that
period. (4) tree cover appears to be a dominant mitigating factor in the aforementioned changes
in land surface parameters. Tree cover seems to affect Mo.

Chester County Study
Following our methods developed for State College, analyses have begun of images for Chester

County, PA. Chester Co., located just west of Philadelphia, is about four times the area of the State
College target area. Parts of the county are undergoing rapid urbanization.

AVHRR scenes from 1986 to 1995 have been converted to temperature and radiance values,
corrected for atmospheric attenuation and georeferenced; this has also been done for a fewer
number of Landsat TM scenes covering roughly the same period. Initially, the procedures parallel
those applied to the State College images. As in the case of State College, summer scenes are used
because they are subject to the least variability due to changing meteorological conditions, and
because summer scenes permit a better distinction between forest, agriculture and developed
land than spring or winter scenes. From these image data, we determine Mo and Fr and then
relate these parameters to the conventional land use categories as they evolve over the previous
decade.

All TM images have been classified according to several basic land surface types. Although the
latter operation involves designating a variety of types, the final analysis consolidates all classes
into four categories: developed, forest, agriculture (including pasture and bare land) and water. A
summary of these four classes by percent is listed below in Table 3. The table shows a progressive
increase in developed land, which occurred largely at the expense of farmland. Unlike the corre-
sponding values for State College, forested area in Chester Co. underwent a small but non-trivial
decline. Much of this decrease in forested area pertains to the loss of trees in and around new
developments, rather than the loss of land formally designated as forest. Instead, new housing in
wooded areas in at least partly responsible for the decline in the forest category.



To verify these statistics, several approaches have been taken. The first was to compare our
designated categories with those determined by aircraft and in situ methods, as published by the
Chester Co. planning office in West Chester, PA (courtesy of Mr. Wayne Clapp). The published
classification for 1987 was compared with our 1987 classification based on the Landsat image. We
then determined a verification matrix from which we calculated user accuracy and producer
accuracy (Congalton, 1991). These results are shown in Table 4.

epyTecafruS ycaruccAresU ycaruccArecudorP

sporC/geV 67 69

tseroF 78 57

depoleveD 39 45

retaW 001 001

Table 4. User and Producer Accuracy: Chester Co. (1987 Survey)

User accuracy is calculated by dividing the number of correctly classified pixels in a land cover
category by the total number of pixels classified in that particular category. This statistic repre-
sents the probability that a pixel classified using remotely sensed data actually represents that
class. The producer’s accuracy is calculated by dividing the number of correctly classified pixels
in a land cover category by the total sum of that category. This represents the probability that a
reference pixel is correctly classified.

For example, the producer of the 1987 classified image can claim only that 54% of the time an
area that was actually developed was identified as such. However, a user of the classification map
will find that if they were to visit a site that the map indicates is developed, 93% of the time it will
have been developed.

A second method, which is based on determining the so-called the KHAT statistic (Congalton,
1991), involves not only the correctly classified pixels but the off-diagonal elements in the matrix.
KHAT takes into consideration confusion among classes. For the 1987 image, the result is a KHAT
of 81%, which implies that the classification process avoided about 4/5 of the errors that a com-
pletely random classification would generate. This result is in agreement with other remotely
derived land cover classifications (Tin-Seong, 1995).

Producer accuracy tends to be lower for developed areas than non-developed areas because of
confusion between medium density buildings and bare soil. Tin-Seong (1995) found that this
ambiguity accounted for about one-third of the error. In our 1987 image, developed areas were
predominantly misclassified as either vegetated grassy field or forests. Spectral confusion of land
cover types is aggravated by the spatial heterogeneity and mixed pixels typical of urban settings.
Developed areas tend to include a considerable interpixel and intrapixel variation which is found
less over forests or water bodies. Above all, a distinction must be made between spectral and
societal classifications. Both may be correct within their own context.

Additional significance testing for the Landsat classification when combined in 1 km squares in
order to assess the confidence in determining the percentage of developed area. Classified Landsat
TM images were subset into 1-km squares (roughly comparable to the resolution of the AVHRR),
each containing 1600 pixels assigned to one of the five categories listed in Table 2. From this
arrangement, a 2x2 matrix was created for each of the 1-km pixels for two images at two different
years; this is shown in Table 5.



Table 5. Matrix for obtaining p-value for development assessment

The diagonal elements represent pixels which have experienced no change in classification
between the two times in question. Off-diagonal elements represent pixels which have changed
from either undeveloped to developed or vice versa. A null hypothesis of no change over time is
equivalent to a hypothesis of symmetry in the matrix. No development in time requires that the
off-diagonals must be either zero or that X

12 
= X

21
, which is to say that as many pixels changed

from undeveloped to developed as from developed to undeveloped.
Following Eliasziw’s (1991) McNemar test for a 2x2 table, we are testing the null hypothesis of

marginal symmetry by calculating the p-value: (p(χ
1
2≥z2), where:

The p-value is determined by comparing the z2 value to a chi-square distribution density func-
tion with one degree of freedom, which yields the probability of obtaining a χ2 greater than or
equal to the calculated z2 value. A low probability indicates strong evidence that the off-diagonals
are not symmetric and there has been a significant change in land use over time.

Qualitatively, at least, the general development trend demonstrated by classified Landsat TM
images reflect the changes which have been reported for Chester Co. by the Chester Co. Planning
Commission. These patterns of change, shown by the classified TM images for 1987 and 1996
(Figures 19 and 20) reflect continued suburban expansion outward from Philadelphia (denoted
by the letter ‘a’ in Figures 19 and 20) into eastern Chester Co., as well as the development of
‘bedroom communities’ out of Delaware (location ‘e’ in Figures 19 and 20). At a first glance, we are
likewise finding the most development between 1987 and 1996 in the West Chester borough and
the surrounding townships along route US 202 in the east and along US 30 which runs through
the middle of Chester Valley (location ‘s’ in Figures 19 and 20).

Present development, as revealed by Landsat, presage the Planning Commission’s projected
development trends for the year 2000, in which the eastern part of the county along US 30
becomes densely development and the previously distinct centers of development become more
of a continuous mass stretching through the eastern half of the county. Although major roads
serve as conduits for rapid and dense urbanization, many tiny, isolated pockets of development
are already starting to form in the highly rural southwestern part of the county (location ‘t’ in
Figures 19 and 20). These areas are projected to increase in size and number.

The decrease in forest from 1987 to 1993 reflects this development pattern, as most of the land
use change occurred along the US 30-202 axes. In the classification, the highly wooded residen-
tial areas of this region often appear as grids of forest and developed classes. With continual
expansion of the urban fringe out of Philadelphia, the developed class expanded significantly in
1996, resulting in a loss of forest class. No loss in forest was detected between 1993 and the
present.
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Figure 19. Classified Landsat TM image for June 10, 1987 over Chester Co. Letters denote locations referred to
in the text. The outline of Chester Co. is shown by a thin solid border in the background. Categories
referred to in the text (Tables 4 and 5) correspond to those in the legend except that the agricultural
classification includes the five bare soil and vegetation classes.



Figure 20. Same as Figure 19 except for 2 June, 1996.



We have also attempted to compare the 1996 classification with observations made in the field.
In September, we conducted a field survey of Chester Co. during which time we were able to
locate (using a Trimble™ GPS) about 50 pixels in the Landsat image and to classify the locations
visually. These measurements were made on two occasions during September and October, 1996.
Statistics are summarized in Table 6.

Table 6. Accuracy assessment for GPS field measurements; numbers of observations;

Overall accuracy was 71.4%. The off-diagonals of the error matrix were due to definable and
repeated misclassification, particularly of large, uniform corn fields as bare land/agriculture. Er-
rors are most likely due to the difference in dates between that of the satellite image and the field
measurement, to errors in the GPS instrument (about 30 m), and to errors in georegistration.
More surface information is needed to clarify these errors; further ground truth measurements
may be made in the Spring of 1997. Additional error may have come from some cloud contamina-
tion which caused the image to be slightly fuzzy in places. These errors tended to show up as the
misclassification of pixels as agricultural or bare ground.

One significant cause of error highlights a fundamental uncertainty in classifying urban areas;
this is a tendency to overclassify residential areas as forest or agricultural land. Many of the subur-
ban areas showed up as wooded or as agricultural when they were actually landscaped residen-
tial developments. However, in each case the classified image clearly discerned the development
in the region, appearing as gridded or splotchy patterns of vegetated/developed pixels. In gen-
eral, developed pixels were found in the classified image within 50 meters of the misclassified
pixel. This raises the important issue of accuracy in georeferencing the pixels. Classified images
were georeferenced with a total RMS error of about 2.5 pixels (about 75 m)—a value within the
limitations of map accuracy. Combined with the 30 m uncertainty in the GPS measurement, in-
correct classifications were explainable by the limitations of map and GPS measurement.

In general, however, the Landsat classification provides a highly representative source for land
use data in the region. Glaring misclassifications were very rare and many specific patterns, such
as roads crossing fields were discernible. Large-scale agricultural and developed communities
which were obvious in aerial photographs were clearly identified in the classified image.

AVHRR imagery is now being resampled and superimposed on the 1 km squares used to create
the z2 statistics (Table 5). Preliminary results which show that (1) neighborhood scale changes,
referred to above, can be detected by AVHRR when changes in developed area is greater than
10%; (2) vegetation, notably tree cover, affects Mo more than individual precipitation events or

ecafruS ⇒⇒⇒⇒⇒
etilletaS ⇓⇓⇓⇓⇓

noitategeV
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protracted dry or wet periods; Mo appears to be an intrinsic descriptor of land surface; (3) Mo
responded very little to changes in development for a given type of development; (4) fractional
vegetation cover and scaled surface radiant temperature changed significantly in response to
urbanization; (5) evapotranspiration decreases at approximately the same rate as the increase in
developed surface area.

At present, Chester Co. images are begin transformed to values of Mo, Fr and evapotranspira-
tion. Their values at fixed UTM locations will be charted at selected locations over the past 10
years. As in the accompanying paper by Carlson and Owen (1996), pixel migrations will be fol-
lowed within the context of the triangle. We plan to obtain additional land use and other socio-
economic data from the Chester Co. planning office. Scatterplots and analyses of Mo, Fr and
evapotranspiration should be finished by early 1997.

Costa Rica
An allied project involves studying deforestation in Costa Rica. Deforestation has been consid-

erable in this country during the past 30 years. Initially, our approach will follow procedures
developed for Chester Co. Unlike Chester Co and State College, land use changes have come
largely at the expense of forest land, rather than agriculture. A new and vital element in our Costa
Rican program is a collaboration with Professor Arturo Sanchez (currently at the University of
Costa Rica), who has acquired and georeferenced a number of Landsat TM images. Professor
Sanchez brings to the project a considerable knowledge of the forest resources, ecology, hydrol-
ogy and demographics of Costa Rica, as well as expertise in image processing and analysis. He has
already prepared several extensive data bases for Costa Rica.

To the data set provided by Dr. Sanchez, we have added 5 more Landsat images and six AVHRR
images over a 10 year period, 1986–1996. AVHRR scenes will be georeferenced to the Landsat
images which have been rectified by Dr. Sanchez. A few more images for 1995 and 1996 may be
collected before the end of the project.

The study centers on the capital area, San José and its surroundings, where the major effects on
the forest and the countryside have occurred. Not all images are usable because of extensive
cloud contamination, although all dates correspond to the dry season, which extends from De-
cember through March.

Georeferencing of TM and AVHRR images is being performed at the University of Costa Rica by
Dr. Sanchez. Like our Chester Co. project, analyses will be made within the context of the triangle
and the results related to socioeconomic and ecological changes. In regard to the latter, we will
attempt to use the changes in Mo, Fr and evapotranspiration to describe how the deforestation
exerts pressures on the boundaries of ‘life zone’ (regions of uniform ecology) in Costa Rica. This
part of the project will be outlined in more detail in a later report.

Operational Goals
Not only does scaling allow us to compare pixel values from differing images, but it greatly

minimizes errors due to atmospheric correction, instrument drift and viewing angle and there-
fore reduces the importance of obtaining absolute accuracy in deriving the surface parameters.
Indeed, preliminary results using radiative transfer model simulations (Carlson and Ripley, in prep.)
shows that scaling NDVI and surface radiant temperature yields almost identical values of frac-
tional vegetation cover and surface moisture availability as would be obtained from radiances
corrected with MODTRAN, a recent variant of LOWTRAN (Kneizys et al., 1988).

This is illustrated in Figure 21, which shows scaled NDVI ( N* ) based on the uncorrected (at
sensor; N*2(a)) and corrected (at surface; N*2(c)) radiances. The figure not only confirms two



earlier and independent validations of a square root law between scaled NDVI and fractional
vegetation cover (Choudhury et al., 1994’ Gillies and Carlson, 1995), but suggests that the rela-
tionship holds equally well for uncorrected as for corrected radiances.

Figure 21. Simulations with a simple radiative transfer model for scaled NDVI squared (N*2) versus fractional
vegetation cover (Fr) based on the uncorrected (at sensor; N*2(a)) and corrected (at surface; N*2(c))
radiances. The solid sloping line without symbols represents a 1:1 correspondence between N*2 and
Fr.

Scaling of temperature and NDVI not only facilitates comparison between images and
scatterplots, but it greatly reduces measurement error, eliminating the need for a detailed knowl-
edge of plant, soil or atmospheric conditions. We can also show that scaling temperature greatly
reduces the atmospheric correction to the thermal radiances, just as scaling NDVI virtually elimi-
nates the need to correct N* for atmospheric attenuation (Figure 21).

To the extent that the uncorrected and corrected NDVI values are linearly related, the atmo-
spheric correction is eliminated from N* in scaling. Indeed, we find this to be the case (Carlson
and Ripley, in prep.). The result of scaling is that virtually identical values of Mo and Fr are ob-
tained for corrected and uncorrected values of NDVI. Errors in Mo produced by not scaling the
surface radiant temperature occur because the uncorrected temperatures are not linearly related
to the corrected surface temperature. In split window models, such as that of Price (1984), the
atmospheric corrections depend on differences in apparent temperatures between channel 4
and channel 5 of AVHRR, and so are not necessarily linearly related to the temperature of either
channel.

Consider first a scatterplot for one of the Chester images (Figure 22). Using the Price split
window method we first corrected every surface temperature and then found a linear regression
between the temperature corrected with MODTRAN for channel 4 of AVHRR and the apparent
(uncorrected) temperature, as measured by the satellite. This established a unique correction for
each value of surface temperature although the slope and intercept of the regression are based
on the split window results. RMS differences between this straight line fit to the split window
temperatures and the temperatures given by the split window algorithm for each pixel provide
an estimate of the ‘typical error’ one might encounter by collapsing the split window algorithm
to a simple linear regression. (The word ‘error’ here is simply a measure of the scatter from a
straight line, as there is some question as to whether this scatter represents noise or real varia-
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tions.) The RMS error in the (non-dimensional) normalized temperature (T*) for the test case
(Figure 22) was ±0.08. This value constitutes a relatively small fraction of the full range in T*,
which varies from zero to one, respectively, between air temperature and the radiometric tem-
perature of dry, bare soil.
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Figure 22. Scatterplot for the NOAA/AVHH image over Chester Co., 25 July, 1985. Normalized surface radiant
temperature (T*) versus scaled NDVI (N*). The sloping vertical lines are isopleths of moisture
availability (Mo)

To obtain isopleths of Mo, a polynomial relationship between Mo, N*, and T* is determined by
making a range of simulations with our SVAT model (Gillies and Carlson, 1995). From this output,
Mo is expressed as a function of the two scaled variables; isopleths of Mo are shown in Figure 22.

From this we also compute the following expression:

∆M
0
(N*,T*) ≈ ∂M

0
 / ∂T*[∆T*]

where the partial derivative is determined by the functional form of Mo lines obtained from the
simulations (the sloping lines in Figure 22) and the term in brackets on the right hand side is the
RMS error referred to above. Note that this is really an estimate of the expected error in Mo based
on a single case and may not precisely represent the error one would obtain in not using the split
window on any other case. Further analyses of the remaining 13 AVHRR images for the Chester
Co. area is being undertaken.



The implications of Figures 22 and 23 are similar to those for Figure 21 in the case of N*. The
residual error in not making atmospheric corrections to surface radiant temperature is generally
less than 0.2 in Mo (20% of the full range) except for the ranges of large Mo (above 0.5–0.8) and
large Fr (above 80%). Inasmuch as most of the points in this scatterplot lie outside this range
(except for densely vegetated areas) in this test case (Figure 22), the percentage of pixels suffer-
ing a significant degradation in Mo due to neglect of an atmospheric correction is quite small.
Two important implications can be drawn from this result: First, scaling is a powerful tool which
may permit the use of uncorrected surface radiant temperatures, at least in an operational mode,
to determine Mo and Fr from satellite data. This shortcut would significantly reduce the work
required for data reduction. Second, use of a split window algorithm may not yield significant
improvement over a linear least squares relationship between corrected and measured surface
radiant temperature.

Figure 23. Normalized surface radiant temperature (T*) versus scaled NDVI (N*). The shaded area corresponds
to the domain of the shaded region (the triangle) in figure 22 and the dark shaded area to the part
of the triangle where the RMS ‘error’ in Mo (the RMS difference between Mo obtained from surface
radiant temperatures corrected with a split window algorithm and those from uncorrected
temperatures) exceeds 20% of the value of Mo. (Based on the NOAA/AVHH image over Chester Co.,
25 July, 1985.)
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It is our intention to make the triangle method useful to the scientific community. As a first step
we are creating a web site (http://www.essc.psu.edu/~tnc), from which one can access instruc-
tions on how to apply the triangle method and how to access and execute the algorithms from
which Mo/Fr isopleths and scatterplots can be generated.

Summary and Future Work
We intend to extend our State College analyses in new directions, tying the land use changes

within the context of the triangle to socioeconomic changes in the region and to possible local
climate and surface hydrology changes produced by urbanization. Ideally, we would like to pro-
duce a description of land use changes and urban development for Chester Co. in terms of changes



in the climate parameters, Mo and Fr, and in the land use index developed by Owen and Carlson
(1996). For Costa Rica, we will relate the changes in land surface parameters, Mo and Fr, to the so-
called ‘life zone’ which represent areas of more or less uniform ecology. Although most of the
rampant deforestation in Costa Rica has been checked during the past 5 years, our image library
extends back to the 1970s when deforestation was among the highest in the world.

Preliminary results for Chester Co. show that urbanization can be detected throughout the
county during the period 1987–1996, with an increase in percent of area developed from about
11 in 1987 to about 19% in 1996. Urbanization is exploding throughout the countryside and
expanding rapidly from roads and highways.

Chester Co. analyses should be completed early in 1997; all Costa Rican scenes will be com-
pleted and scatterplots prepared by mid 1997. Although the Chester Co. work should be com-
pleted by the end of summer 1997, we are hopeful that this research will continue in some form
beyond 1997. In anticipation that the Chester Co. results will prove to be very interesting, we
have requested continued satellite coverage of both Chester Co. and Costa Rica from the ASTER
project, beginning in 1998. Coverage requests, recently submitted to the ASTER project at NASA,
are modest; they amount to two or three scenes every summer for Chester Co. and about the
same number of scenes during the dry season (Dec–Feb) for Costa Rica. ASTER’s 30 m surface
resolution will allow it to replace Landsat for image classification, but its several thermal IR chan-
nels will also permit the use of split window corrections schemes for surface radiant tempera-
ture, if indeed these corrections are required. This is currently possible only with AVHRR. Depend-
ing on the morning overpass time, ASTER may also replace AVHRR, whose overpass times are
close to that of maximum surface temperature.

It is our hope that the triangle method can be simplified and streamlined such that it will lend
itself to a routine applications. In so doing, it may be possible to use the fractional vegetation
cover and moisture availability not only as key land use parameters in climate models but as
unique indices of land use change which provide added descriptors of urbanization and defores-
tation beyond the conventional parameters already being employed by county planning boards.

Finally, we will be presenting a poster at an international meeting on remote sensing in France,
(Physical Measurements & Signatures in Remote Sensing), to be held in Courchevel between 7
and 11 April, 1997. The subject of our poster is urbanization and deforestation in Chester Co. and
Costa Rica, as viewed using the triangle method.

Water Quality Model
(L. Kump, P. Richards—PSU)

This year has been a transitional time for the water quality modeling effort. We have completed
our analysis of the controls on the riverine chemistry of the major (weathering derived) ele-
ments, and have developed empirical relationships that can be used to predict stream chemical
responses from the output of the Terrestrial Hydrology Model. These relationships are presented
in the Ph.D. dissertation of Paul Richards (Richards, 1997) as well as in a papers in press in Hydro-
logical Processes (Richards and Kump, 1997). In addition, we have assessed the effects that tem-
perature has on chemical yields from small watersheds (Richards et al., submitted). Now we have
turned our efforts to an analysis of nutrient distributions in the Susquehanna River Basin, and
together with the Land Analysis Laboratory at Penn State, are compiling nutrient data for hun-
dreds of small watersheds in the basin. These data are being stored in the SRBEX database, and
will be used in the next year to develop empirical relationships between stream water quality
and the factors that are thought to control it (and can be determined remotely), including land



cover and use, bedrock lithology, and climate (temperature and rainfall/runoff). As part of the
collaborative effort with the Land Analysis Laboratory we have developed the following cover-
ages for the Susquehanna River Basin:

• All streams for Pennsylvania, Maryland, and Virginia

• All watershed divides for Virginia, Pennsylvania, Maryland, and West Virginia

• Point coverage for every USGS gauge station in Pennsylvania

• EMAP 25m resolution for Pennsylvania

• Nutrient data for ~50 stations (out of a total of ~600)

• Most discharge data for Pennsylvania

These data will be statistically analyzed, as we have previously outlined for the major dissolved
components (Richards and Kump, 1997). From this analysis we will develop the empirical model
to be appended to the THM. This will allow us to assess the impact of predicted land-use changes
and modelled climate changes in the next century on nutrient loadings on the Chesapeake Bay, as
well as the response of the Susquehanna River’s water quality on shorter (storm response, sea-
sonal) timescales.

Spin-Off Human Dimensions Research On The Susquehanna River Basin
If long-range projections of the Susquehanna River Basin’s hydrology are to be accurate, the

human dimensions of regional climate-hydrology interactions must be incorporated into the SRBEX
research design. However, because it is necessary to focus present NASA EOS funds on under-
standing the physical dimensions of the research, the vital human dimensions must be supported
by outside funds. Four human dimensions projects are underway that are the direct result of the
initial SRBEX impetus (details listed below). Each project involves at least two NASA EOS investi-
gators and is either wholly or significantly focused on the hydroclimatology of the Susquehanna
River Basin.

EPA Office of Policy, Planning, and Evaluation: Global Climate Change Impacts on
Water Resources And Ecosystems. (10/1/95–9/30/00; Cooperative Agreement); PI:
A. Fisher;

Co-PI: J. Shortle; with 8 Investigators, including 2 NASA EOS investigators. EPA
Office of Research and Development: Regional Hydrologic Vulnerability and Ad-
aptation to Climate: An Integrated Assessment of the Susquehanna River Basin.
(11/1/95–10/31/98); PI: B. Yarnal; Co-PIs: R. Crane, J. Lynch and A. Fisher.

NSF Global Change Program: Methods for Integrated Regional Assessment (06/
15/96–06/14/2001); PI: C.G. Knight; with 10 Co-PIs, including three NASA EOS
investigators.

EPA Office of Research and Development: An Integrated Approach for Effective
Representation and Analysis of Space-Time Environmental Data (9/01/96 to 8/31/
99); PI: D. Peuquet; Co-PI:



GIS and Data Management System
(R.W. White, D.A. Miller, P.J. Kolb—PSU)

The GIS and data management system used to support our EOS investigation continued to
grow during 1996. The aim of the system is to provide easy access to data and documentation for
a wide range of spatial and tabular information in support of our research objectives. We contin-
ued to enhance our delivery of this information to not only our research team, but to researchers
around the world through the World Wide Web. In particular, we have begun to place on the ESSC
WWW server “customized” spatial data sets of land surface properties for use in a number of
NASA and NOAA-sponsored projects including the Southern Great Plains ‘97 Experiment (a new
EOS Interdisciplinary Science Team) and the NOAA-sponsored Global Energy and Water Cycle
Experiment (GEWEX) Continental-Scale International Project (GCIP).

We have also remained actively involved with the EOS Data and Information System (EOSDIS),
the EOS Calibration and Validation effort, and the EOS ASTER Instrument team. Richard White
participated in a EOSDIS user interface prototypes workshop held at the Eros Data Center in
Sioux Falls, SD. Doug Miller participated in a series of workshops covering calibration and valida-
tion issues for the EOS AM platform instruments. We were also involved in data format and projec-
tion discussions for the ASTER Level 1 data products.
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